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Dynamics of an array of mutually coupled semiconductor lasers
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We consider the dynamics of a linear array of coupled semiconductor lasers. Particular attention is paid to
the synchronous states, which are caused by the permutation of two outer lasers. A system of three coupled
lasers is studied in more details. We report different types of multistability of synchronous and asynchronous
states including chaotic ones. We identify parameter values, for which a synchronous chaos can occur. More-
over, we show that transition to the synchronization occurs via blowup of the synchronous transversely
unstable invariant set within the synchronization manifold. Finally, we present numerical analysis of larger
arrays of coupled lasers and note some common qualitative features of the synchronization regions, which are

independent of the number of lasers.
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I. INTRODUCTION

The present paper is devoted to the theoretical study of a
coupled semiconductor lasers array. The synchronization
phenomena in coupled class B lasers have attracted a consid-
erable attention during the last decades [1-16]. Among them,
the papers [1-11] are dealing with coupled semiconductor
lasers and [12-16] with the solid state lasers. We do not
separate our analysis from the research for the solid-state
lasers, since there are important similarities between these
two types of lasers: both are class B lasers, since the polar-
ization can be adiabatically eliminated. As a result, the dy-
namics of such systems can be described by the rate equa-
tions for complex electric field and inversion. At the same
time, one should remember the principal differences between
solid-state and semiconductor lasers, in particular, the line-
width enhancement factor (« factor) for semiconductor lasers
is much larger (e=3-5) than for solid-state lasers (a=0).

The dynamics of two coupled lasers was considered in
[2-15,17]. Roy and Thornburg [13] performed experimental
measurements and demonstrated synchronization of two
neodymium: yttrium aluminum garnet (Nd:YAG) lasers,
which are coupled via overlapping of the intracavity laser
fields. Phase coherence properties of similar systems were
studied in Refs. [12,14]. Ashwin ef al. [15] showed that the
loss of synchronization in two coupled class B lasers with a
modulated loss can occur via blowout bifurcation. They
showed also, that there exists a regime, for which the phases
of the electric fields are synchronized while the amplitudes
fluctuate nonsynchronously. For coupled semiconductor la-
sers with a short external cavity, a different regime was ob-
served [11], for which the amplitudes are perfectly synchro-
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nized while the phases are not. The case of a long external
cavity was studied in Refs. [2,4], where the authors show the
existence of symmetric, antisymmetric, and asymmetric so-
lutions [2] and demonstrated lag synchronization phenom-
enon [4]. The effect of a parameter mismatch was studied in
Ref. [3]. Lag synchronization in unidirectionally coupled
semiconductor lasers was reported in Ref. [6] and the anti-
synchronization of power dropouts in Ref. [17]. Peil ef al. in
Ref. [5] studied the influence of the relative feedback phase
in the case of vectorial coupling on the dynamics of face-to-
face coupled lasers. Other new phenomena where reported,
such as retarded or anticipated synchronization [7,8,10,18],
inverse synchronization [9], and localized synchronization
[3].

Arrays of three coupled lasers were studied by Winful and
Rahman [1] for the case of semiconductor lasers coupled by
evanescent field, and by Terry ef al. [16] for Nd:YAG lasers
with either modulated pump or loss. In particular, paper [1]
demonstrates the possibility of chaotic synchronization be-
tween the outer lasers in array, and Ref. [16] presents a de-
tailed analysis of different symmetries, which occur in the
array of three coupled identical lasers.

In the case when the external cavity of the linearly
coupled lasers is short [11,16], the basic model for the study
of the dynamics of the system can be formulated in terms of
the instantaneously coupled (without delayed term) rate
equations.

The purpose of the present paper is to study the synchro-
nization properties of an array of three linearly coupled la-
sers with vectorial coupling, which is shown in Fig. 1. We
provide conditions for the existence of stable synchronous
states, where the key parameters are the injection phase shift
(or distances between the lasers) and the coupling strength.
We identify the parameter region, where a stable synchro-
nous chaotic state exists. We also report about different types
of coexistence of synchronous and asynchronous regimes.
The presence of the injection phase parameter distinguishes
our model from those considered in Refs. [1,16].
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This paper is organized as follows. In Sec. II, we describe
the mathematical model of the array of linearly coupled la-
sers. Synchronization of three coupled lasers is considered in
Sec. III. Detailed bifurcation analysis in Sec. III A shows
different types of multistability of synchronous and asyn-
chronous regimes. A new mechanism of the transition to syn-
chronization via blowup of the synchronous invariant set is
identified and described in Sec. III B. Namely, we show that
the blowup of the attractor within the synchronization mani-
fold causes a change of its transverse stability properties.
Discussion of the synchronization properties of an array of n
coupled elements is presented in Sec. IV. We conclude about
a similarity properties of the synchronization regions, which
corresponds to the synchronization of the outer lasers. Fi-
nally, we conclude in Sec. V.

II. THE MODEL

The schematic setup of the system under consideration is
shown in Fig. 1. The equations, describing the dynamics of
the slowly varying complex electric field amplitude E; of the
laser i is similar to that from Refs. [13,16,19]. It is the
coupled rate equations

dE, 1 1 .
—_— == N,Ez——E+ ~IYE,,
dr 2<g1( 1 1| ) Tpl) 1t Ke 2
dN N
d_tl =1 - — - Re[G;(Ny, E1|2)]|E1 2,
Cl
dE 1 1 )
_2 = gz(Nz, E2|2) - E2 + Ke_”P(El + E3),
a2 T,
dN N.
B o 1= 2 RelGuV, PP,
t TCZ
dE 1 1 .
n = — gn(Nn’ En|2) - En + Ke_“”En_l N
dr 2 T,
dNn, N,
= Il - - Re[gn(Nm En|2)]|En 2> (1)
dt T,

Cn

where E; and N; denote the complex optical fields and the
carrier densities of the lasers, respectively. By /;, we denote
the pumping current, and G;(N;,|E|?) is the complex gain
function. Tpp Te, are photon and carrier lifetimes; « charac-
terizes the injection rate. We assumed in (1) that there is no
detuning between the lasers. Moreover, in the following, we
assume that the lasers are identical. Note that the model (1) is
also valid for the case of coupling by evanescent field if we
fix ¢=—m/2, cf. [1]. We introduce the following simplifica-
tions and rescalings. Neglecting nonlinear gain saturation,
we linearize the complex gain function as follows:
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FIG. 1. Schematic representation of the array of linearly coupled
lasers. PD1 and PD2 are the photodiodes, which detect the output
from the outer lasers.

Laser n
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)

With the rescaling Eye,=VGy7./2E, Nyeyw=57,Gy(N=N),
Inew=1/T,, we obtain the following system:

g(N? E|2) -

= Gy(1 +i@)(N=Np).

E{=(1+ia)N,E, + e *E,,
Ni=elJ—N; - 2N, + D|E ],

Ej=(1+ia)NE;+ ne” “(E;_y + Ejy),

Ni=g[lJ-N;-Q2N;+ DIE], j=2,....n-1,
E|=(1 +ia)N,E,+ ne""E,_;,

N'=g[J-N,- (2N, + 1)|E,|*], (2)

where we use the same notations for the new variables. The
differentiation is assumed to be made with respect to the new
time, and the parameters are

n=T1,k, &=1,/7, J=T7,G\IT.—Np)/2.

Note, that the phase-shift invariance (E N j)
—(E;e'”,N;) of system (2) implies, that for suitable laser
parameters there exist compound cavity modes, i.e., solu-
tions of the type E;(1)=E¢™”, N;=N, (j=1,...,n;0eR).
These solutions will be called “stationafy,” because they cor-
respond to stationary intensity regimes.

In Sec. III, we consider the case of three coupled lasers.

III. THREE COUPLED LASERS

A. Regions of different synchronization types

The case of three coupled lasers has been already studied
in some details in Refs. [1,16]. Note that the experimental
setup from Ref. [16] leads to the confinement @=1. As it
will follow from our analysis (cf. Fig. 2), the preferable dy-
namics of the systems in this case is stationary unless some
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FIG. 2. Two-dimensional bifurcation diagram for the stability of
stationary states within the manifold M. The gray shaded regions
show the parameter values, for which there exists a stable stationary
state. Solid lines denote Hopf bifurcations, dotted lines, the fold
bifurcations, and broken lines the pitchfork bifurcations. Fixed pa-
rameters are =2, J=1, €=0.03.

additional destabilization mechanism is present. Such an ad-
ditional mechanism in Ref. [16] was a periodic modulation
of the pump or losses. The setup from Ref. [1] leads to ¢
=—1r/2 and, as a result, the authors where able to find the
regime of synchronous chaos. In the following, we will study
the influence of feedback phase ¢ on the dynamics of the
system in some details.

The question about symmetries in the model of three
coupled lasers has been addressed in Ref. [16]. Therefore, we
will not study here the symmetries in details. Nevertheless, it
is important for our study to mention that, due to the cou-
pling configuration, there is no possibility to synchronize an
outer laser with the middle one, i.e., the manifold E,=E,,
N,=N, is not invariant with respect to (2). Instead, the six-
dimensional manifold M,={E,=E;, N;=N5}, which corre-
sponds to the synchronization of outer lasers, is invariant.

We perform a stability analysis of the manifold M. First,
we present the two-dimensional bifurcation diagram for the
stability of stationary states in Fig. 2. One can identify dif-
ferent bifurcations: Hopf, fold, and pitchfork, which lead to
the destabilization of synchronous stationary states [20]. The
shaded regions correspond to the parameter values, for which
there exists a stable state.

Note, that Fig. 2 reveals the local stability properties of
the synchronous stationary states. In order to have an insight
to the transverse stability of the whole manifold M, we per-
form also a numerical analysis and show results in Fig. 3. A
grid 100X 100 was introduced to discretize a square region
of the parameter 7 and ¢ values. From each obtained cell,
we have chosen a pair of parameters ¢, », for which an orbit
was computed starting from some initial condition near the
manifold but not exactly symmetric. The gray areas show the
regions, for which the orbit was attracted to the manifold,
i.e., for which it was synchronized.

One can conclude, comparing Figs. 2 and 3, that the sta-
tionary synchronization dominates among all possible syn-
chronization regimes. The difference in sizes of the shaded
regions in Figs. 2 and 3 indicate that there is a coexistence of
the synchronous and nonsynchronous regimes. In addition,
one can find parameter values, where periodic or chaotic
synchronization takes place. The detailed one-dimensional
bifurcation diagrams for ¢=/2 in Fig. 4 reveals these re-
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FIG. 3. Numerically obtained parameter region for the stability
of the synchronization manifold M.

gimes. Comparing the bifurcation diagrams (a) and (b) in
Fig. 4, we can see that for 0<<7<<0.0156, a stable critical
point is an attractor of the system and stationary synchroni-
zation occurs. As a result of Hopf bifurcation at 7=0.0156, a
limit cycle within the manifold M appears, but the synchro-
nized state is still retained. Periodic synchronization loses its
stability at 7=0.022 via transverse Hopf bifurcation even
though the limit cycle on the synchronization manifold is
still stable. Further increase of parameter » leads to the ap-
pearance of a chaotic invariant set within the synchronization
manifold via a cascade of period doubling bifurcations at #
=0.0275. This set becomes again transversely stable at 7
=0.0284 implying chaotic synchronization. For some narrow
range around 7=0.03 (see Fig. 5), a coexistence of the syn-
chronous and asynchronous attractors in the phase space oc-
curs. When parameter 7 increases, the asynchronous attrac-
tor becomes chaotic via period-doubling [Fig. 5(b)]
bifurcations. This multistability can be observed for 0.0284

critical limit hyper-
point cycle chaos chaos
ler T T T T
" (a)
Bt
0.6: 1 1L i, ] I 1 1 1 1 J 1 1 1 1 1 Vl 1 1 B
1.0
=" | (b)
1
=z "
0.0
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-1.0
0.00 0.0156 | 0.0284 n 0.0515 0.06
0.022

FIG. 4. One-dimensional bifurcation diagram of the synchro-
nous system attractor (a) and corresponding ranges of synchroniza-
tion (b). o=m/2 is fixed.
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FIG. 5. Bifurcation diagrams for synchronous (a) and asynchro-
nous (b) attractors. Zoom of the interval 0.022< 7<0.035. The
region of multistability is indicated.

< 1<<0.0338. The asynchronous solution becomes unstable
and stable chaotic synchronization is dominant for 0.0338
< 7<0.0515, since at #=0.0515 the chaotic attractor loses
its stability. The new asynchronous attractor can be shown to
be hyperchaotic, because its spectrum of Lyapunov expo-
nents contains two positive exponents (\;=0.0442 and \,
=0.0035 for 57=0.052).

A confirmation of the observations described above is
given in Fig. 6. This figure shows behavior of Lyapunov
exponents for the manifold M. One observes the following
points, where the behavior changes qualitatively: A is a
transverse Hopf bifurcation. As a result of this bifurcation, a

(a) ; /

0.03

0.031 (b) | s

lon
)

-0.03r D E .

0 n 0.06

FIG. 6. Behavior of the Lyapunov exponents. (a) Transverse
Lyapunov exponents and (b) the largest longitudinal Lyapunov ex-
ponent. The parameters are the same as in Fig. 4. Bifurcation points
A—E are explained in the text.
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FIG. 7. Lyapunov exponents. Zoom of the interval 0.022<7%
<0.035.

stable periodic solution appears, which is not located in the
manifold M. At a point B, the chaotic attractor in the mani-
fold M, becomes stable. It loses its stability at the point C.
Therefore, we have a stationary synchronization for 0<#n
<0.0156, periodic synchronization for 0.0156<7<<0.022,
and chaotic for 0.0284 < <<0.0515.

Section III B studies, in some detail, the transition to the
chaotic synchronization, since it seems to contain different
features compared with known mechanisms of synchroniza-
tion, see, for example, Refs. [21,22].

B. Transition to chaotic synchronization via blowup of a
transversely unstable synchronous invariant set

Let us consider, in detail, the mechanism of the synchro-
nization for parameter values 7=0.028, cf. Fig. 4. One can
observe that shortly after the synchronous attractor becomes
chaotic at 7;=0.0275, is becomes transversely stable at 7,
=0.0284, cf. Figs. 7 and 5.

As follows from the bifurcation diagram in Fig. 5, at the
moment when the synchronous attractor becomes trans-
versely stable at 7,=0.0284, it undergoes a blowup, i.e., the
size of the attractor rapidly increases. The coincidence of
these two effects seems not to be occasional. First, we sug-
gest an explanation, which is based on the concept of local
Lyapunov exponents [23]. Figure 8 shows regions within the
chaotic attractors, which are transversely stable. Namely, we
computed the local contraction and/or expansion ratio by
means of the local transverse Lyapunov exponents

AD = 1/T In |u(P(T,x))

loc

, =123,

where ®(T,x) is the fundamental matrix corresponding to
the linearized dynamics of the transverse perturbations,
(- ++) is an ith eigenvalue of a matrix. ®(7,x) depends on
the integration interval, which is chosen to be small in our
case (T=1.0) in order to reveal the local expansion proper-
ties, and x, which is a point on the synchronous attractor. We
estimated numerically )\5:})6_ and marked in Fig. 8, those points
on the attractor, which produce all )\E:I)c negative. This method
allows us to find transversely attracting regions on the attrac-
tor. The final transverse stability is then deduced from the
averaging over the whole attractor. It can be seen that the
major part of the attractor after the blowup in Fig. 8 is cov-
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FIG. 8. (Color) The phase portraits [projection onto the (a,
=|E,|,N,) plane] of the synchronous attractor before the blowup (a)
at 7=0.0282 and after (b) at 7=0.0287. Those parts of the attractors
which possess negative local Lyapunov exponents are marked by
the black points. Period-3 unstable periodic orbit is shown by bro-
ken line (red).

ered by transversely stable points, i.e., the “new” part of the
attractor brings additional transverse stability. This fact al-
lows us to assume that the blowup of the attractor corre-
sponds to its transverse stabilization as well.

We would like to clarify the underlying bifurcation
mechanisms, which cause the observed phenomenon to oc-
cur. The inspection of the system dynamics and the continu-
ation technique [24] reveal that the blowup of the synchro-
nous attractor at 7=0.0284 occurs via a collision with a
chaotic saddle. The chaotic saddle is located in the phase
space as shown in Fig. 9(b). In order to detect the geometri-
cal place of this unstable chaotic saddle, we used the con-
tinuation technique. We followed the unstable low-periodic
orbits, which were born in the period-doubling cascade.

In the following, for the brevity we will use notations: A
for the synchronous chaotic attractor (e.g., in Fig. 8); CS for
the chaotic saddle [e.g., in Fig. 9(b)].

Figure 9(a) shows the main bifurcation branch, which
leads to the appearance of the CS. Particularly, at 7
=0.027 62 (LP point in the figure), a pair of period-3 orbits
appears [25] via a fold bifurcation. The branch with the
smaller period leads then to the period-doubling bifurcation
at 7=0.027 83 (PD), where period-6 orbit is created. We
were able to follow a few consecutive period-doubling bifur-

T T T T T T T

(a) b
90+ | 01’( ) 1
~ =
sof LP 17 o ]
/
\ 4
PD P
0503 0.04 015608 1 12 14
n a,

FIG. 9. (Color online) (a) The bifurcation diagram for the
period-3 unstable periodic orbit. LP—fold bifurcation (%
=0.027 62), PD—period-doubling bifurcation (7=0.027 83). T de-
notes the actual period of the orbit. (b) The three-band chaotic
saddle (CS), which is created through the period-doubling cascade
of period-3 orbit (broken line, red online) at 7=0.0280.
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FIG. 10. Distance between the synchronous attractor A and the
period-3 orbit, which is embedded in the chaotic saddle. At 7
=0.0284, the distance rapidly decreases indicating that the period-3
orbit becomes a part of the attractor with increasing 7.

cations, which apparently lead to the appearance of three-
band CS in the vicinity of the period-3 orbit. We also found
that this set is stable with respect to transverse perturbations.
Since CS is unstable longitudinally, we observe the follow-
ing scenario: when the system starts close to the CS, it un-
dergoes a relatively long synchronous transient along the CS
and then approaches the longitudinally stable chaotic set A.
Afterward, it is repelled in the transverse direction exhibiting
desynchronization.

The collision of the sets CS and A occurs at 7=0.0284,
producing a larger attractor. Although this collision can al-
ready be observed from Fig. 8, this is not enough to prove
this fact, since Fig. 8 gives only the projection. A more cor-
rect proof is given in Fig. 10, where the distance d(A,p3)
between the attractor A and the period-3 orbit embedded in
the CS is plotted. More exactly, we define

d(A’p?)) = lnf
t1€[0,7y1:t,€[0,75]

(1)) = y(1)],
where x(#,) is the period-3 orbit with the actual period 7 and
y(t,) is the orbit on the attractor A of large enough length 7.
In our simulations, we used T,=5 X 10*. We clearly observe
the transition at 7=0.0284 when the period-3 orbit becomes
a part of a synchronous attractor. Small deviations from zero
for 7>0.0284 are resulted from finiteness of 75.

IV. ARRAYS OF COUPLED OSCILLATORS

Having computed the bifurcation diagram in Fig. 2 and
numerical study of the stability of synchronous state in the
system of three coupled lasers in Fig. 3, one can compare it
with the similar stability analysis for two face-to-face
coupled lasers, cf. Fig. 1 in Ref. [11]. The qualitative simi-
larity of the results is evident. In the both cases, there are two
large regions of the synchronization of outer lasers, which
are located near ¢ =0 and ¢= 7.

In order to check the universality of this observation, we
computed numerically similar synchronization diagrams for
larger arrays. The results are shown in Fig. 11 for five and
ten oscillators. One can recognize the same qualitative trend.
Note, that the synchronization considered here corresponds
only to the asymptotic coincidence of the variables of the
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FIG. 11. The regions in the ¢-# parameter space, for which an
orbit started from randomly chosen initial condition is attracted to
the synchronization manifold M,. This corresponds to the
asymptotic synchronization of the outer lasers. (a) Five coupled
lasers, (b) ten coupled lasers.

outer lasers, i.e., E,=FE;, N,=N;. This is not necessary for
the complete synchronization of the whole array. In general,
the synchronization of outer lasers may include some cluster
states as well, cf. Refs. [26,27]. Figure 11 has been obtained
by computing asymptotic behavior of orbits started from ran-
domly chosen initial conditions.

V. CONCLUSIONS

We have studied the dynamical behavior of the linear ar-
ray of coupled semiconductor lasers. Detailed analysis was
focused on the stability of synchronous and asynchronous
states, both regular and chaotic of the array of three lasers.
We identified the mechanism of the transition in which the
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synchronous state appears via blowup bifurcation of the at-
tractor within the synchronization manifold. Finally, we dis-
cussed possibility of generalization of our results to the case
of n-coupled lasers. It has been shown that some qualitative
features of the synchronization regions are independent on
the number of lasers.

We note that the considered model corresponds to the
ideal case when all lasers are identical. In a realistic situa-
tion, one can imagine that the parameters of the systems as
well as feedback phases can be slightly different. In this case,
we expect that the results presented in Fig. 2 should be ro-
bust to the mismatch because of the following reason: The
regions depicted in the figure correspond to the asymptotic
stability of stationary states and, as it is known from the
general theory, this property is robust under small parameter
mismatches.

Similarly, the corresponding results are true for suffi-
ciently small delay in the coupling. Moreover, the study of
the delay influence in the case of two coupled lasers [11]
suggests that the effect of a small delay will result in slight
changing of slopes of the corresponding bifurcation lines in
Fig. 2, while the qualitative features will remain the same.
We refer to Ref. [11] for more detailed discussion of the
influence of delay in a similar type of model.
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